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A B S T R A C T

This research introduces an innovative method for real-time monitoring thin film growth and 
surface roughness using a single mode optical fiber without any additional treatment. The cleaved 
end of the fiber was installed within the deposition chamber, allowing the thin film to be 
deposited directly onto the fiber tip. During the deposition process, a Fabry-Pérot interferometer 
was formed with its cavity length equal to the film thickness. As the thin film grows, it alters the 
cavity length, resulting in a measurable interferogram. In cases where the film surface is not 
optically smooth, surface roughness becomes a function of deposition time. By leveraging this 
phenomenon, this research demonstrates a method for calculating film thickness and surface 
roughness using Hilbert Transform along with an iterative method. It was found that the 
measured film thickness fluctuates around the ground truth given by a simulation, with an error 
on the nanometer scale (≤4 nm) and the reflectivity error is less than 0.004 (maximum error 
percentage of 5.86 %). Compared to traditional quartz crystal microbalance counterpart, the 
proposed method directly measures the film thickness rather than mass of the thin film. 
Furthermore, the compact probe design allows it to be placed closer to the substrate, enhancing 
monitoring precision. This method offers a simple, quick, and affordable approach to monitor film 
thickness and surface roughness, effectively addressing the current challenges in the field.

1. Introduction

Thin film technologies promote the flourishing of semiconductors [1–3], optics [4–6], functional materials [7–9], and other fields 
[10–12] due to their unique electrical, optical, and mechanical properties [13–15]. Control of thin film growth process becomes 
essential as the integration level of semiconductor devices drastically increases and the requirements to thin films become more 
diverse. Monitoring of thin film growth is necessary to achieve effective control of the deposition process, improving the quality and 
yield of thin film products. In this regard, a real-time monitoring system, typically quartz crystal microbalance (QCM), is usually used 
to measure the mass of the material deposited on its surface [16–18]. However, QCM measures the mass rather than the thickness 
directly. Additionally, QCMs are relatively bulky and cannot be installed close enough to the substrate without affecting the deposition 
process. Optical methods, such as incremental dielectric reflection, have also been developed to monitor film growth [19]. This method 

Notations: ALD, atomic layer deposition; EMD, Empirical Mode Decomposition; FPI, Fabry-Pérot Interferometer; FSR, free spectrum range; HT, 
Hilbert Transform; QCM, quartz crystal microbalance; SMF, single mode optical fiber.
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relies on monitoring the reflectance of the polarized light slightly off the Brewster angle (i.e., the reflection angle perpendicular to the 
refraction angle). As such, careful preparation of the optical system is needed for the monitoring using this approach, which subse-
quently increases the overall process cost.

Unlike the QCM, optical fiber sensors use light as the sensing resource and can employ either modified or unmodified optical fiber 
as the sensing structure [20–23]. These sensors are compact in size [24,25], resistant to harsh environments [26], highly sensitive 
[27–29], and immune to electromagnetic interference [30], thereby offering significant potential for high-fidelity monitoring thin-film 
growth without the need for additional treatment. Furthermore, optical fiber interferometers can easily reach an accuracy and pre-
cision of sub-nanometer scale for distance/thickness measurement, making them ideal for high precision monitoring. Among the most 
widely used configurations, optical fiber Fabry-Pérot interferometers (FPIs) feature a simple structure, a high signal to noise ratio, and 
a high finesse [31]. Owing to these characteristics, optical fiber FPI has a remarkable potential for thin film growth monitoring, as it 
provides the optical thickness of the thin film with its compact diameter of 125 μm. However, the free spectrum range (FSR) of the 
interference spectrum of an FPI is determined by its cavity length. As the thin film grows from zero thickness, there occurs a loss of data 
at the beginning of the process because the FSR is greater than the wavelength range of the spectrometer for the methods based on the 
interference spectrum [24].

To address the above-mentioned challenges, this study introduces a method using a single mode optical fiber (SMF) to monitor the 
growth process of thin films, including film thickness and surface roughness. As shown in Fig. 1, an SMF with a cleaved end was 
installed into the deposition chamber of an atomic layer deposition (ALD) system. When the thin film is deposited on the tip of the SMF, 
the interfaces between the SMF and the thin film, as well as the thin film and the vacuum/gas form an FPI. As the film thickness 
changes, the intensity of the light reflected by the FPI varies due to multibeam interference. However, the surface roughness of the 
interface between the film and the vacuum/gas can change due to an imperfect deposition process, deforming the interferogram. To 
mitigate this uncertainty, Hilbert Transform (HT) was used to calculate the instantaneous phase, and consequently the thin film 
thickness. To improve the accuracy, we refrained from assuming two-beam interference as it may cause additional errors since the 
material of the film used in the experiment has a high reflectivity compared to vacuum/gas. In this paper, we demonstrate that the film 
thickness and the instantaneous phase given by HT is a one-to-one mapping, ensuring the uniqueness of the film thickness derived from 
the instantaneous phase. Furthermore, we provide a method to calculate the film thickness when the reflectivity of the film-vacuum/ 
gas interface changes during the deposition process. We also evaluate the error by simulating a deposition process with changing film- 
vacuum/gas interface reflectivity, showing that the error is in a nanometer scale. Other than film thickness, the reflectivity of the film- 
vacuum/gas interface can also be calculated from the interferogram. The proposed method requires no special treatment of the SMF, 
which makes it affordable, time efficient, and easy to fabricate, thereby offering the potential for the emerging fields such as optical 
coating monitoring, semiconductor manufacturing, etc.

2. Method

Consider a problem that consists of three different materials labeled as 1, 2, and 3 as shown in Fig. 2 with refractive indices of n1, n2, 
and n3, respectively. This setup forms two interfaces, labeled as Interface 1 and Interface 2. In this analysis, the scattering of Interface 1 
and the absorption of material 2 will be ignored. The scattering of Interface 2 will be considered as shown in Fig. 2. Given that we only 

Fig.1. Schematic of the thin film growth monitoring method.
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consider the reflected light propagating along the opposite direction to the incident light, the scattering is equivalent to a reduction in 
reflection of Interface 2. Assume that material 2 is a thin film deposited on a substrate (i.e., material 1), and material 3 is the vacuum or 
gas environment. The surface roughness of Interface 2 changes during the deposition process; therefore, the reflectivity R2 will be a 
function of deposition time. Utilizing this phenomenon, an FPI can be established to high-fidelity monitoring of thin film growth and 
surface roughness.

In this regard, Ismail et al. [32] analyzed the property of FPIs, and the reflection intensity of an FPI can be written as: 

Ir = 1 −
T1T2

1 + R1R2 − 2
̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
cosφ

,# (1) 

where Ri is the reflectivity of Interface i, Ti is the transmissivity of Interface i, φ = 4πn2l0/λ0 is the phase change when light travels 
between Interface 1 and Interface 2 for a roundtrip, l0 is the geometric distance between Interface 1 and Interface 2, and λ0 is the 
wavelength of the light in vacuum. Here, we assume n2 > n1 and n2 > n3 to match the condition of our experiment, the reflection phase 
change when incident light is reflected by interface 1 was considered in Eq. (1). Let a = 1, b = − T1T2, c = 1 + R1R2, d = 2

̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
, 

and s = 4πn2/λ0 for simplicity, Eq. (1) can be rewritten as: 

Ir(l0) = a +
b

c − dcos(sl0)
.# (2) 

Eq. (2) is a periodic function due to the term cos(sl0). Consider the definition of Hilbert transform that shifts all the positive frequency 
components of the original signal for − π/2 and all the negative frequency components of the original signal for π/2. The Hilbert 
transform of Eq. (2) is: 

Ĩr = a +
b

c − dsin(sl0)
.# (3) 

Therefore, the analytical spectrum of the reflection spectrum is: 

I = Ir + ĩIr,# (4) 

where i is the imaginary unit. The Intrinsic Mode Function (IMF) of Eq. (4) is given by: 

g = a +
b
c
.# (5) 

Hence, the analytical spectrum becomes: 
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Í (l0) =
b

c − dcos(sl0)
−

b
c

Ĩ
ʹ
(l0) =

b
c − dsin(sl0)

−
b
c

.# (6) 

The instantaneous phase becomes: 

p = ∠Aʹ
c = arctan

[
c − dcos(sl0)
c − dsin(sl0)

tan(sl0)
]

.# (7) 

Take derivative of instantaneous phase p(x) with respect to x, where x = sl0. We have: 

dp
dx

=
dsin(x)tan(x)[c − dsin(x) ] + sec2(x)[c − dcos(x) ][c − dsin(x) ] + d[c − dcos(x) ]sin(x)

[c − dsin(x) ]2 + tan2(x)[c − dcos(x) ]
> 0.# (8) 

Fig.2. Schematic of the loss of reflection intensity caused by scattering.
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Therefore, instantaneous phase increases monotonically with respect to the geometric thickness of material 2. So, the mapping be-
tween the geometric thickness l0 and the instantaneous phase p is a bijection, which guarantees we can always back calculate the 
thickness of material 2 from its instantaneous phase.

Rewrite Eq. (1), we have a function g(l0) such that: 

h(l0) =
R1 − Ir

2(1 − Ir)
̅̅̅̅̅̅
R1

√
1̅̅
̅̅̅̅

R2
√ +

1 − R1Ir

2(1 − Ir)
̅̅̅̅̅̅
R1

√
̅̅̅̅̅̅
R2

√
= cos(sl0).# (9) 

So, h(l0) maps the interferogram into a cosine function. In this case, the geometric thickness of material 2 can be calculated from the 
instantaneous phase of function h(l0).

However, in some applications, the surface roughness of material 2 may change during the deposition process. This change in 
surface roughness introduces additional loss when light is reflected by Interface 2. Consequently, this extra loss can be treated as a 
change in R2 throughout the deposition process. As such, it is necessary to investigate how R2 affects the instantaneous phase.

Consider the deposition TiO2 thin film (refractive index n2 = 2.4328 at 1550 nm [33]) on an optical fiber (core refractive index 
n1 = 1.4440 at 1550 nm [34,35]). Assume the refractive index of vacuum/gas n3 = 1.0000. Then, the reflectivity of Interface 1 is R1 =

0.0651, and the reflectivity of interface 2 is R2 = 0.17421. During the deposition process, the reflectivity of Interface 2, noted as R2, 
deviate from that with an optical smooth interface R20. When calculating the film thickness, Interface 2 can be assumed as optically 
smooth. Under these assumptions, Eq. (9) becomes: 

hr =
R1 − Ie

2(1 − Ir)
̅̅̅̅̅̅
R1

√
1̅̅̅
̅̅̅̅

R20
√ +

1 − R1Ie

2(1 − Ir)
̅̅̅̅̅̅
R1

√
̅̅̅̅̅̅̅
R20

√
,# (10) 

where R20 is the reflectivity of Interface 2 with optical smooth, R2 is the reflectivity deviates to R20, and Ie is the experimental 
interferogram. To assess the error caused by this incorrect assumption, we calculated the theoretical reflection intensity Ir using Eq. (1) 
with different R2. Then, we calculated hr by letting Ie = Ir in Eq. (10). It should be noted that in Eq. (10) we used R20 instead of R2 to 
simulate that we use an incorrect reflectivity of Interface 2. Fig. 3 shows the error introduced by incorrect R2. When R2 = R20 =

0.17421, the error is zero since it satisfies our assumption. However, when the value is greater or smaller than this value (usually 
smaller due to the scattering), the maximum error of the thickness l0 will increase with the increase in the error of R2. When the optical 
thickness of material 2 equals an integer multiple of a quarter of the wavelength of the light, the error will approach zero.

However, the film thickness and the reflectivity were calculated based on the assumption that Interface 2 is optically smooth, which 
introduces error in the results. To reduce this error, we introduce an iterative method. From Eq. (10), we calculate the thin film 
thickness by applying HT. Therefore, the film thickness should be: 

l = pi/s,# (11) 

where pi is the instantaneous phase given by HT. Then, according to Eq. (A14) in Appendix, R2 can be calculated. The calculated R2 will 
be closer to the true reflectivity of Interface 2 compared to R20 that we used in Eq. (10). Therefore, we will replace R20 in Eq. (10) with 
the calculated R2 for the second round of calculation. This process will be repeated multiple times until there is no significant 
improvement of the results. We will illustrate this iteration method and discuss the error in the next section.

Knowing the reflectivity of the film-vacuum/gas interface, the surface roughness of the film can be effectively estimated. In our 
case, both specular and diffusion reflection of normal incidence are considered at the film-vacuum/gas interface. Therefore, the 
reflectivity can be simplified to the following form for wavelength at 1550 nm (considered as long wavelength in this model and 
therefore the diffuse reflection term can be ignored) [36]: 

Fig.3. Influence of R2 on the thickness error of Material 2.
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σ =
λ

4π

̅̅̅̅̅̅̅̅̅̅̅

ln
R0

Rs

√

,# (12) 

where R0 is the reflectivity for smooth reflection surface and σ is the root mean square surface roughness.

3. Results and discussion

The ALD process is a chemical deposition method which repetitively deposits one single layer of atoms on the substrate. In this 
experiment, the process to deposit one atomic layer includes the following steps:

Step 1. Fill up the deposition chamber with TiCl4 vapor.
Step 2. Purge the deposition chamber with N2 gas.
Step 3. Fill up the deposition chamber with H2O vapor.
Step 4. Purge the deposition chamber with N2 gas.
These 4 steps form a cycle that will generate one single atomic layer, and multiple layers can be deposited by repeating this cycle.

3.1. Numerical test and error Discussion

To demonstrate the process of the iteration method, we implemented a numerical test. Assume we deposit a thin film on an SMF 
with a refractive index of n2 = 2.4328 at 1550 nm. The wavelength of the monitoring light was also set to 1550 nm. To simulate the 
deposition process, the growth rate and the reflectivity of Interface 2 were obtained from one experimental data based on our 
experience. The growth rate follows the function: 

v(C) =
vM

2
{tanh[pd(C − qd) ] + 1 },# (13) 

where v is the growth rate with a unit of nanometer per cycle, vM = 0.061nm/cycle is the maximum growth rate, pd = 2 × 10− 4 and 
qd = 2 × 10− 3 are two parameters that determines the growth process, and C is the cycle number. Then the thickness becomes: 

l0(C) =
∫ C

0

vM

2
{tanh[pd(xC − qd) ] + 1 }dxC =

vM

2

{
1
pd

ln
cosh[pd(C − qd) ]

cosh( − pdqd)
+ C

}

.# (14) 

Assume the reflectivity R2 follows the function: 

R2 = R20e− C/w,# (15) 

where w = 12000. Fig. 4 a) shows the growth rate and the reflectivity of Interface 2 changes with cycle number during film growth 
based on the assumptions. As we can see, the growth rate increases gradually and reaches a relatively stable value at around 0.06 nm/ 
cycle. For R2, we assume that due to the increase of the surface roughness during the deposition, the reflectivity of Interface 2 will 
reduce gradually. Fig. 4 b) shows the interferogram based on the assumptions. The optical thickness will increase with an increase of 
the cycle number and therefore the reflection intensity will change periodically with the increase of the cycle number under ideal 
conditions. However, because of the change of the reflectivity of the TiO2 interface R2, the reflection intensity of the peaks will not 
equal. The cycle numbers between two adjacent minimums are different due to the nonconstant growth rate. Also, because of the 
reduction of R2, the values of maxima and minima also decrease with an increasing cycle number. This interferogram can be used to 
simulate the experimental condition and evaluate the error in the film thickness calculated using the proposed method.

Since the interferogram is an Airy function, which includes a cosine function in the denominator as given in Eq. (1), calculating the 
instantaneous phase directly would introduce extra error. Therefore, we need to transform the interferogram to Eq. (10) to reduce this 

Fig.4. Deposition process of a thin film on an optical fiber. a) growth rate change, reflectivity of Interface 2, and b) the induced reflection intensity 
with cycle number.
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error. However, since we use R20 instead of R2 in Eq. (10), the transformed interferogram will not be a perfect cosine function as shown 
in Eq. (9). Instead, due to the change of R2, the amplitude will deviate from the cosine function, causing the area above and below gr(l0)
not equal to zero. To address this, we need to apply Empirical Mode Decomposition (EMD) before performing HT [37]. This will yield 
instantaneous frequency. With the instantaneous phase, the film thickness can be estimated using: 

l0r = pi/s,# (16) 

where pi is the instantaneous phase given by the HT. Here, we need to notify that Eq. (16) comes from Eq. (9), whereas the instan-
taneous phase is calculated from Eq. (10). Therefore, the film thickness given by Eq. (15) contains error which is caused by using R20 
instead of R2 in Eq. (10). This error causes the deviation of the instantaneous amplitude from 1.

Fig. 5 shows the exact thickness of the film (labeled as Ground Truth) and that calculated using the proposed method (labeled as 
Measured Thickness). As shown in Fig. 5, the measured thickness matches the true thickness well. The green curve represents the 
difference between the measured thickness and the true thickness (Measured Thickness minus True Thickness). We can see that the 
error oscillates around zero, with the points near the maxima and minima in the interferogram being close to zero. This roughly agrees 
with the conclusion given by Fig. 3. The difference arises because in Fig. 3 we assume the deviation of R2 from R20 is constant, whereas 
in real conditions this deviation changes with the deposition process of the thin film. Nonetheless, the film thickness at the maxima and 
minima of the interferogram is generally more precise than at other points.

By knowing the film thickness, we can also evaluate the growth rate given by HT by taking the derivative of the film thickness. It 
should be noted that taking the derivative will amplify the noise, therefore for experimental data, a smooth process of the film 
thickness curve is usually needed before calculating the growth rate. Fig. 6 shows the exact growth rate (labeled as Ground Truth) and 
that given by HT (labeled as Measured Growth Rate). The difference between the true and the measured growth rate becomes sig-
nificant. The measured value fluctuates around the true value. This difference arises from the same source as the error in the film 
thickness.

Since the film thickness is known, it is also possible to estimate the reflectivity of Interface 2 using Eq. (9). The details about the 
existence and how to choose solutions are given in Appendix A. Fig. 7 shows the ground truth of R2 and that measured by HT. As we can 
see, the measured value oscillates around the ground truth with an error lower than 0.01. This error is because of our incorrect 
assumption that the reflectivity of the thin film-vacuum/gas interface does not change. However, even with some error, the R2 given by 
Fig. 7 is better than our assumption that R2 = R20. Therefore, we can try to substitute the R2 given by Fig. 7 into Eq. (9) to recalculate 
film thickness l0 and the reflectivity R2 again follow the same process to improve the accuracy. This process will be repeated for 
multiple times until no significant l0 and R2 can be observed.

We also tested how the iteration will affect the error. It should be noted that after calculating the R2 for each iteration, we use the 
values of R2 at each maximum or minimum in the interferogram to avoid divergence. This is because the result is very sensitive to R2 
and those points at maxima or minima have the least error. After obtaining the values at the maxima and minima, linear interpolation 
was applied to get R2 at all sampling points for further calculations. Fig. 8 shows he maximum difference in film thickness compared 
with the ground truth and the last iteration for different iteration numbers. The inset shows the detail between iteration number 30 and 
38. As we can see at the beginning, the maximum iteration compared with the ground truth was − 3.5881 nm. At the second iteration, 
the difference was immediately reduced to − 2.5982 nm. After that, the difference shows a periodic fluctuation between − 2.6050 nm 
and − 2.6064 nm. Therefore, under this condition, the error converges after two iterations. More iterations will not improve accuracy. 
However, considering that in the real monitoring process the ground truth is unknown, we need to consider the maximum difference of 
the film thickness between the current and the last iteration. As we can see from Fig. 8, the first difference is zero because there is no 
previous film thickness to compare with. Starting from the second iteration, the difference quickly reduced from − 1.2404 nm to 
− 0.0083 nm. After that, the difference fluctuated periodically between 0.0014 nm and − 0.0014 nm with a similar period and phase 
compared with the ground truth. Therefore, by observing the difference compared with the last iteration, we can also determine if the 

Fig.5. Comparison between the exact film thickness (True Thickness) and that measured using Hilbert Transform (Measured Thickness).
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result converges or not.
Fig. 9 a) shows the error of iteration 1 and iteration 100 with the ground truth. For iteration 100, the maximum error was reduced to 

2.6064 nm compared with 3.5881 nm for the first iteration. Generally, after 100 iterations, the error still fluctuates around the ground 

Fig.6. Comparison between the exact growth rate (True Growth Rate) and that measured using Hilbert Transform (Measured Growth Rate).

Fig.7. Comparison between the exact reflectivity (R2 True) and that the reflectivity measured using Hilbert Transform (R2 Measured).

Fig.8. Maximum difference in film thickness compared to the ground truth and last iteration.
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truth with lower amplitude. Fig. 9 b) shows the growth rate of the ground truth, iteration 1, and iteration 100. Both growth rates for 
iteration 1 and 100 wiggles around the ground truth. For iteration 100, the growth rate is generally closer to the ground truth than that 
of iteration 1, except for some outliers. These outliers are the discontinuity of the first order derivative when subsampling and linearly 
interpolating R2 during the iteration. However, these outliers are easily identifiable and can be removed if a smooth change of the 
growth rate is assumed. Fig. 9 c) shows R2 for iteration 1 and iteration 100. For iteration 100 the reflectivity is closer to the ground 
truth, and the maximum error reduced to 0.0039, compared to that of iteration 1 (~0.01). As such, iteration improves quickly and 
reduces the error for both film thickness and reflectivity of Interface 2.

3.2. Monitoring of TiO2 thin film growth

Fig. 10 shows the ALD and the monitoring system setup. The cleaved end of an SMF was installed in an ALD system to monitor the 
thin film growth process. The inset shows the TiO2 film deposited on the tip of the SMF, which forms two reflection surfaces (Interface 1 
and Interface 2). Interface 1 is the interface between SMF and the thin film material (TiO2 here), and interface 2 is the interface 
between the thin film material and the vacuum/gas. These two reflection interfaces form an FPI, causing multibeam interference 
between the interfaces. TiCl4 and H2O were used as precursors to deposit TiO2 thin film, with N2 gas being used as the carrier gas. A 
beam of laser with a wavelength of 1550 nm was injected into the SMF and the reflected light was guided to a photodetector using an 
optical circulator. Therefore, the reflected light can be recorded throughout the deposition process.

The deposition recipes for different tests were shown in Table 1 [38]. Tests 4 and 5 were conducted with the same processing 
parameters. Dose 1 was TiCl4, and dose 2 was H2O. Tests 8 and 9 have a higher pressure due to the reaction between TiCl4 and the 
vacuum pump oil reduced its performance. The furnace temperature was also set higher as test 4 and 5. For test 8, the duration of dose 
2 was increased to 0.5 sec. For test 9, the duration of the purges was reduced to 1.5 sec compared with test 8.

Fig. 11 shows the monitoring reflected light intensity detected by the photodetector. The refractive index of TiO2 thin film at 1550 
nm is 2.4328 [33]. Before deposition, there is only one reflection surface, known as the interface between the SMF and the vacuum. 
After the deposition starts, multibeam interference will occur between the two interfaces. And the reflection intensity increases until it 
reaches the maximum point which is caused by the constructive interference. Since the change of R2 will not affect the maximums and 
minimums as shown in Appendix B. At the maximum point, the optical thickness of the film is λ/4 due to the constructive interference 
requirement, λ is the wavelength of the light. After reaching the maximum point, with the increase of the film optical thickness, the 
reflection intensity gradually decreases because the optical thickness of the film deviates from the constructive interference to the 
destructive interference condition. Then, the reflection intensity will reach a minimum value of which the optical thickness of the film 
satisfies the destructive interference condition. At this point the optical thickness of the thin film equals to λ/2. This process will repeat, 
and the second maximum will appear at 3λ/4 and the second minimum will appear at λ. Fig. 11 also shows the geometric thickness at 

Fig.9. Comparison of film thickness, growth rate, and reflectivity of Interface 2 with those of the ground truth and the first iteration.
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each maximum and minimum with the knowledge of the refractive index of TiO2 at 1550 nm. For ideal condition, which does not have 
absorption and scattering of the thin film, the power of all the maximums and minimums should be the same. However, when 
propagating in the thin film, part of the light will be absorbed by the film. Also, due to the surface roughness of the interfaces, part of 
light will be scattered. These will cause a reduce of the maximums and minimums as shown in Fig. 11. Therefore, determining the film 
thickness is not easy by only observing the intensity at one single point. The maximums and minimums give a more accurate calcu-
lation of the film thickness. For test 5, a clog of the tube was found after inspection, which is the reason that the reflection power looks 
unusual after 7068 cycles (blue arrow). The same clog was also observed at experiment 8 (green arrow) where a complete stop of 
deposition was observed. This clog was caused by the accumulation of TiO2 at the Tee joint.

In Fig. 11, the interval between the minimum reflection power and the next maximum reflection power with the increase of the 
cycle number will be called as the raising interval in this paper, and the interval between the maximum reflection power and the next 
minimum reflection power with the increase of the cycle number is called the falling interval. These intervals, including raising and 
falling, are numbered incrementally from number 1 and labeled as raising/falling interval i. For example, the first raising interval 
between cycle number 0 and the first peak is labeled as raising/falling interval 1, and the first falling interval between the first 
maximum and the next minimum is labeled as raising/falling interval 2. According to the cycle number of each raising/falling interval 
and the film thickness at the maxima and minima given in Fig. 11, the average growth rate can be calculated for each raising/falling 
interval as shown in Fig. 12. Here, we count each raising or falling interval from left of the interferogram in Fig. 11. As we can see, for 

Fig.10. Thin film growth monitoring system using an optical fiber sensor.

Table 1 
Test conditions and their corresponding recipes.

Test # Pressure (Pa) Temperature (◦C) Time (sec)

Furnace Pipe Precursor Dose 1 Purge 1 Dose 2 Purge 2

4 1.120 150 50 50 0.5 2.0 0.2 2.0
5 1.173 150 50 50 0.5 2.0 0.2 2.0
8 7.333 180 50 50 0.5 2.0 0.5 2.0
9 4.800 180 50 50 0.5 1.5 0.5 1.5

Fig.11. Thin film interference monitoring and anomaly detection.
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the first interval (raising), the film growth at a relatively lower rate between 0.034 nm/cycle and 0.047 nm/cycle. Start at the second 
interval, the growth rate tends to be constant within a range of 0.053 nm/cycle to 0.065 nm/cycle. The growth rate after the second 
interval agrees with the data published in Ref. [38].

Fig. 13 shows the film thickness and the growth rate of the TiO2 deposition process of Exp. 9. Fig. 13 a) shows the maximum 
difference of film thickness between two neighboring iterations. As we can see, after 6 iterations, the difference is zero. Fig. 13 b) shows 
the film thickness, growth rate, and the surface roughness given by the calculation. The cross mark shows the film thickness calculated 
by the maximums and minimums of the interferogram. The red curve shows the film thickness, and the blue curve shows the growth 
rate. As we can see, the slope of the film thickness increases gradually from 0 to about 4000 cycles. Then, the slope remains constant 
with an insignificant fluctuation. The cross mark also shows the film thickness calculated from the maximums and minimums. As we 
can see, they agree well with the iteration results. The growth rate was calculated from taking derivative of the film thickness. As 
discussed in section 3.1, the growth rate wiggles around the true value. The film grows at a lower growth rate at the beginning, then it 
increases and after around 4000 cycles keeps to a relatively stable value. The growth rate stables at around 0.06 nm/cycle, which also 
agrees with Ref. [38]. The green curve shows the surface roughness of Interface 2 calculated from R2 based on Eq. (12). As we can see, 
during the growth process, the surface roughness gradually increased and reached 95 nm at the end of the deposition process. To 
further evaluate the error between the proposed method and the widely accepted method by calculating the thickness using the 
maxima and minima of the interferogram, the thickness of the maxima and minima of the four experiments shown in Fig. 11 was 
calculated and shown in the box plot in Fig. 13 b). As we can see, the maximum and minimum differences are 4 nm and 0 nm, 
respectively. The average error is 1.67 nm, and the middle error is 1.00 nm. The standard deviation of the measurements is 1.43 nm. 
Among all the measurements, only two points have an error of 4 nm, all the rest points have an error smaller than or equal to 3 nm.

4. Conclusion

This research introduced an innovative method to monitor the growth process of a thin film deposited on the tip of a single mode 
optical fiber. Hilbert Transform was used to calculate the instantaneous phase of the interferogram. It was proved that the mapping 
from the instantaneous phase to the film thickness is a one-to-one mapping, ensuring the existence and uniqueness of the film thickness 
corresponding to an instantaneous phase. Furthermore, this research developed a method to calculate the film thickness and surface 
roughness when the reflectivity of the thin film-vacuum/gas interface changes during the growing process. In this method, assumption 
of optical smooth film-vacuum/gas interface (R2) was used for the first iteration. Subsequently, the error caused by this assumption is 
gradually reduced by taking the calculated reflectivity of film-vacuum/gas interface as the input to recalculate the film thickness and 
the reflectivity R2. According to the simulation results, the film thickness calculated using the proposed method fluctuates around the 
true value with an error on the nanometer scale (≤4 nm in the numerical test). The growth rate and R2 were calculated from film 
thickness with an error of lower than 0.004 in the numerical test. Additionally, with the information on R2, the surface roughness of the 
film-vacuum/gas interface was calculated. The proposed method solves the following problems, having the following improvements 
compared with other methods such as quartz crystal microbalance or optics methods: 

1. Simultaneously monitoring of both film thickness and surface roughness during the deposition process of transparent thin films.
2. Improves the monitoring accuracy compared to the direct implementation of Hilbert Transform by using an iterative approach.
3. Compared to the traditional quartz crystal microbalance method, it is compact in size, cost-effective, and provides direct and high- 

fidelity measurement of film thickness.
4. Unlike other optical methods, no complicated optical system or complex sensing structure are required.

Taken all together, the proposed method offers the potential for monitoring of the thin film growth processes in an affordable, time 

Fig.12. Average growth rate of each raising/falling period.
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efficient, and high-fidelity manner, with applications in optical coating monitoring, semiconductor manufacturing, and other 
emerging areas requiring quality control and understanding the deposition processes.
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Appendix 

A. Nomenclature

a parameter, a = 1.
b parameter, b = − T1T2.
c parameter, c = 1 + R1R2.
C cycle number of the ALD process.
d parameter, d = 2

̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
.

g the Intrinsic Mode Function of the analytical spectrum I.
h the mapping that maps the spectrum of the FPI to cosine function.
hr the same as h that maps the experimental spectrum of the FPI to a function.
I analytic spectrum of the FPI.
Ie the experimental interferogram.
Ir reflection intensity of the FPI.
Ĩr Hilbert Transform of the reflection intensity Ir.

Ĩ
ʹ the imagine part of the analytical spectrum shifted by the IMF.

Í the real part of analytical spectrum shifted by the IMF.

(continued on next page)

Fig.13. Monitoring results of the thin film growing process. a) maximum difference in film thickness between two consecutive iterations; b) 
thickness, growth rate, and surface roughness throughout the film growth process. The box plot in b) shows the statistics of error for the 4 ex-
periments between the proposed method and the method using extrema.
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(continued )

l0 geometric distance between two reflection interfaces.
l0r estimation of thin film thickness calculated from an experimental spectrum using the proposed method.
ni refractive index of material i.
p the instantaneous phase.
pd and qd parameters between the maximum growth rate and the growth rate of the ALD process.
pi the instantaneous phase given by the mapped experimental spectrum of the FPI.
R20 reflectivity of interface 2 with a smooth surface.
Ri reflectivity of interface i.
s parameter, s = 4πn2/λ0.
Ti transmissivity of interface i.
vM the maximum growth rate of the ALD process in simulation, nm/cycle.
v the growth rate of the ALD process, nm/cycle.
w parameters between the reflectivity of the rough surface and the smooth surface of interface 2.
φ phase change when light travels between Interface 1 and Interface 2 for a roundtrip.
λ0 wavelength of the light in vacuum.
σ the surface roughness.

B. Calculation of refractive index of Interface 2

To calculate R2, Eq. (9) may yield two solutions, some of which could complex. We need to identify the proper solution which does 
not violate physical law. The solution of 

̅̅̅̅̅̅
R2

√
is: 

̅̅̅̅̅̅
R2

√
=

C2 ±

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

2B2
,# (A1) 

where: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

A2 =
R1 − Ir

2(1 − Ir)
̅̅̅̅̅̅
R1

√ ,

B2 =
1 − R1Ir

2(1 − Ir)
̅̅̅̅̅̅
R1

√ ,

C2 = cos(sl0).

# (A2) 

First, consider the situation that A2B2 ≤ 0, which corresponds to Ir ≥ R1. We have the term under the square root: 

C2
2 − 4A2B2

4B2
2

=
Ir(1 − R1)

2
− R1(1 − Ir)

2sin2
(sl0)

(1 − R1Ir)
2 .# (A3) 

Consider the worst condition that sin2(sl0) = 1, we have the numerator of Eq. (A3) equals: 

(Ir − R1)(1 − IrR1) ≥ 0.# (A4) 

Therefore, real solutions for this condition exist. And consider the reasonable range of 
̅̅̅̅̅̅
R2

√
is 

̅̅̅̅̅̅
R2

√
∈ (0,1), to avoid negative 

̅̅̅̅̅̅
R2

√
, we 

only need to consider if the following situation can be satisfied: 

fR2 =
C2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

2B2
< 1.# (A5) 

Substitute Eq. (A2) into Eq. (A5), we have: 

fR2 =
(1 − Ir)

̅̅̅̅̅̅
R1

√

1 − R1Ir
cos(sl0) +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Ir(1 − R1)
2
− R1(1 − Ir)

2sin2
(sl0)

(1 − R1Ir)
2

√

.# (A6) 

Consider the worst situation that sin2(sl0) = 0 and cos(sl0) = 1, we have: 

fR2 <
(1 − Ir)

̅̅̅̅̅̅
R1

√

1 − R1Ir
+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Ir(1 − R1)
2

(1 − R1Ir)
2

√

=

̅̅̅̅̅̅
R1

√
+

̅̅̅̅
Ir

√

1 +
̅̅̅̅̅̅̅̅̅
R1Ir

√ .# (A7) 

Consider: 
(

1 +
̅̅̅̅̅̅̅̅̅
R1Ir

√ )
−
( ̅̅̅̅̅̅

R1
√

+
̅̅̅̅
Ir

√ )
=

(
1 −

̅̅̅̅
Ir

√ )(
1 −

̅̅̅̅̅̅
R1

√ )
> 0.# (A8) 
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We have: 

fR2 <

̅̅̅̅̅̅
R1

√
+

̅̅̅̅
Ir

√

1 +
̅̅̅̅̅̅̅̅̅
R1Ir

√ < 1.# (A9) 

Therefore, we have: 

C2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

2B2
∈ (0,1)# 10) 

will always be satisfied, and this conclusion does not rely on the sign of A2B2. So, Eq. (A10) is the only solution when A2B2 < 0.
Now, for the situation that A2B2 > 0, which corresponds to Ir < R1. First, consider the term under the square root: 

fI(Ir) =
C2

2 − 4A2B2

4B2
2

=
Ir(1 − R1)

2
− R1(1 − Ir)

2sin2
(sl0)

(1 − R1Ir)
2 .# 11) 

As fI(Ir) increases monotonically, if Ir is lower than the ideal value (optically smooth Interface 2) due to scattering, C2
2 − 4A2B2 may 

become negative. In this case, we need to set C2
2 − 4A2B2 = 0 to obtain real solutions. This adjustment will also correct the value of R2, 

as valid R2 should always yield a solution.
When A2B2 > 0, it is easy to prove that 

C2 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

2B2
∈ (0,1)# 12) 

will also be satisfied automatically since C2 >

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

and 

C2 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

2B2
<

C2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

2B2
< 1.# 13) 

Therefore, Eq. (9) has two real solutions for 
̅̅̅̅̅̅
R2

√
. To choose the reasonable 

̅̅̅̅̅̅
R2

√
, we need to assume the surface roughness changes 

continuously with the growth of the thin film. Therefore, the reflectivity R2 will also change continuously. Consider the solution of 
̅̅̅̅̅̅
R2

√

is given by Eq. (A10) when A2B2 < 0, we should choose the same solution for A2B2 > 0. Therefore, we have: 

R2 =

⎧
⎨

⎩
Re

⎡

⎣
C2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

C2
2 − 4A2B2

√

2B2

⎤

⎦

⎫
⎬

⎭

2

.# 14) 

C. Influence of R2 to the maxima and minima of the interferogram

Since R2 may change during the monitoring process due to the variations in the surface roughness of the thin film, we need to 
determine whether changes in R2 affect the maxima and minima of the interferogram. Rewriting Eq. (1), we have: 

Ir =
R1 + R2 − 2

̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
cos(sl0)

1 + R1R2 − 2
̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
cos(sl0)

.# 15) 

Consider the interferogram with l0 as variable, take derivative of Ir with respect to l0: 

∂Ir

∂l0
=

2s(1 − R1)(1 − R2)
̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
sin(sl0)

[
1 + R1R2 − 2

̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
cos(sl0)

]2 .# 16) 

For the denominator, we have: 

1 + R1R2 − 2
̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
cos(sl0) =

(
1 −

̅̅̅̅̅̅̅̅̅̅̅
R1R2

√ )2
+ 2

̅̅̅̅̅̅̅̅̅̅̅
R1R2

√
[1 − cos(sl0) ] > 0.# 17) 

The numerator equals to zero only when sin(sl0) = 0. Therefore, change in R2 will not affect the maxima and minima in the 
interferogram.

Data availability

Data will be made available on request.
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